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Abstract- The evolution of anomalies in the banking sector has resulted in the execution of several criminal activities in cyberspace. Since 
several users go online to access the services offered by government and financial establishments, there has been a considerable growth in 
malicious website attacks over the past few years. In other to solve this problem, this paper presents a Deep-Learning model for detecting 
anomalies (e-banking phishing, and fraudulent transactions) on two datasets. The datasets were segmented into X_train and y_train, X_test 
and y_test which holds 60% data for training and 40% testing data. The system model was trained by using the Feed Forward Neural 
Network, which had a precision of approximately 97% on the phishing dataset and 99% on the fraudulent dataset. The trained model was 
exported to the web using flask, which is a suitable python framework for web applications so that users can check for malicious websites 
and legitimate website URLs. The work can be extended further by training other models and employing different machine learning algorithms 
to determine the algorithm with the optimum accuracy result. 

Index Terms— AdaBoost, banking, credit card, cyberspace, dataset, deep-learning, e-banking, feed-forward neural network, machine 
learning, phishing. 

——————————      ——————————

1 INTRODUCTION                                                          

HE banking industry is the most valuable and 
economically diverse in the world. Every minute, there 

is the potential for an average of one billion transactions to 
take place. 

    When operating a system with this much variety, the level 
of security that is required for such an operation is extremely 
high. Each transaction may involve sums ranging from one 
rupee up to several crores, sometimes even more. These 
kinds of systems need an enormous amount of security built 
into them [1].  

The process of locating data points within a dataset that do 
not conform to the typical patterns is known as anomaly 
detection. It has the potential to be useful in the solution of 

many problems, including the detection of fraud, medical 
diagnosis, and other issues. Anomaly detection can be made 
more efficient by using machine learning methods, which 
allow the process to be automated and work better even with 
large datasets. For this study, the type of anomaly detection 
to be looked at is that of e-banking phishing and credit card 
fraud [2].  

E-banking Phishing is the most dangerous form of
criminal activity that can be carried out online. Over the past 
few years, there has been a notable rise in the number of 
phishing attacks. This can be attributed to the fact that the 
majority of users go online to access the services that are 
provided by the government and financial institutions [3]. 
An email scam, a voice-over-internet protocol call, a text 
message, or any other communication forms could be used 
in a phishing attack. Users typically have multiple user 
accounts on a variety of websites, including social 
networking sites, email services, and even accounts for 
online banking. The fact that most people are unaware of the 
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valuable information they possess is one of the factors that 
contribute to the success of this attack.  

As a result, the innocent users of the internet are the 
targets, they are the most vulnerable to this attack. In most 
cases, phishing attacks make use of social engineering to 
trick victims into providing sensitive information by tricking 
them into clicking on spoofed links that take them to fake 
websites [4]. The victim will either receive an email with the 
spoofed link or the link will be posted on popular websites. 
The fake website is designed to look almost exactly like the 
real website. As a result, rather than directing the request 
made by the victim to the actual web server, it will be 
directed to the server belonging to the attacker. 

Credit card operations have become popular among web 
payment gateways used globally. With the increase in digital 
payment systems, there is an increase in the number of 
fraudulent transactions, and this act is being carried out by 
cyber thefts using various approaches. Credit card fraud can 
be seen as the act of obtaining card information without 
proper authorization from the account holder for financial 
gain. There are many ways in which fraudulent transactions 
can take place, and these ways can be organized into many 
different categories. According to the Nilson Report 
published in October 2016, global online payment systems 
brought in more than $31 trillion in 2015, representing a 7.3% 
increase over the previous year's total. The global losses 
incurred as a result of credit card fraud reached $21 billion 
in 2015. There is a possibility of credit card fraud rising to 
$31 billion by 2020 [5][6].  

2. RELATED WORKS 

To analyse customer historical transaction information and 
extract behavioural patterns, [7] created a unique fraud 
detection approach for streaming transaction data. wherein 
cardholders are grouped according to the value of their 
transactions. The Europe credit card dataset is the one that 
was used in this study. They employed the machine learning 
techniques of the decision tree, random forest, and logistic 
regression. Their experimental findings indicated that 
Random Forest has the highest accuracy rating. 

[8] gave a thorough guide for choosing the best algorithm 
based on the fraud type and using an appropriate 
performance measure to explain the evaluation. To 
determine if a specific transaction is legitimate or fraudulent, 
they used predictive analytics performed by the 
implemented machine learning models and an API module. 
They evaluated an innovative approach that successfully 
tackles the skewed distribution of data. 

Machine learning techniques were utilised in the 
construction of a model by [9] to identify fraudulent 

transactions involving credit cards. The AdaBoost method 
and the Random Forest Classifier are the two algorithms that 
were utilised. The accuracy, precision, recall, and F1-score 
metrics are the ones that were used to evaluate the 
performance of the two methods. Their experimental result 
shows that the Random Forest and the AdaBoost algorithms 
were compared with other machine learning techniques, and 
it was demonstrated that the AdaBoost and Random Forest 
Classifier had the greatest accuracy, precision, recall, and F1-
score and were considered to be the best algorithm that used 
to detect fraud. 

[10] developed several methods that can be utilised to 
categorise transactions as either fraudulent or legitimate 
ones. This research made use of the Credit Card Fraud 
Detection dataset as its primary source of data. 
Oversampling was done using the SMOTE technique 
because the dataset contained a significant amount of 
imbalance. In addition to this, feature selection was carried 
out, and the dataset was then divided into two distinct parts: 
training data and test data. During the experiment, the 
following algorithms were utilised: Logistic Regression, 
Random Forest, Naive Bayes, and Multilayer Perception. 
According to the findings, each algorithm has the potential 
to be utilised for the accurate identification of credit card 
fraud. The proposed approach is capable of identifying a 
variety of additional types of anomalies. 

On highly skewed credit card fraud data, [11] explored 
and compared the effectiveness of using decision trees, 
random forests, support vector machines, and logistic 
regression. This study made use of a dataset that consisted 
of credit card transactions obtained from European 
cardholders. This particular dataset has a total of 284,786 
transactions. On both the raw and the pre-processed data, 
the machine learning approaches that have been discussed 
were utilised. Accuracy, sensitivity, specificity, and 
precision were the criteria that were used in the analysis of 
the performance of the machine learning techniques. 
According to the findings, the optimum levels of accuracy 
for logistic regression, decision trees, Random Forest, and 
support vector machine (SVM) classifiers are respectively 
97.7%, 95.5%, and 97.5%. 

[12] presented a deep learning algorithm as well as a 
machine learning method to safeguard credit card 
transactions; this would allow consumers to use e-banking 
in a secure and hassle-free manner. Deep learning, logistic 
regression, naive Bayesian, SVM, neural network, artificial 
immune system, k nearest neighbour, data mining, decision 
tree, fuzzy logic-based system, and genetic algorithm are the 
foundations of the deep learning method. The results of their 
experiments indicated that the machine learning algorithms 
demonstrate a higher degree of accuracy. 
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[3] provided an innovative method to identify phishing 
websites by utilising machine learning algorithms in their 
research. They evaluated and contrasted the performance of 
five different machine learning algorithms: Decision Tree 
(DT), Random Forest (RF), Gradient Boosting (GBM), 
Generalized Linear Model (GLM), and Generalised Additive 
Model (GAM). A table was created to compare the best three 
algorithms. According to the data presented in the tables of 
accuracy, recall, and performance, the Random Forest 
algorithm achieved the highest levels of accuracy (98.4%), 
recall (98.59%), and performance (97.70%). 

A model with an answer was proposed by [13] for 
recognising phishing sites by applying a URL identification 
technique that utilised the Random Forest algorithm. 
Parsing, heuristic classification of the data, and performance 
analysis are the three stages that are included in Show. The 
feature set can be analysed by using parsing the collected 
information from the PhishTank database. Only 8 of the 
possible 31 features were taken into account throughout the 
parsing process. A degree of accuracy of 95% was achieved 
using the random forest method. 

3. METHODOLOGY 

Dataset Data Pre-processing Feature Extraction Model Building

Training and 
Scoring

Making 
ClassificationDeploy to Web

Phishing Data Feed Forward Neural 
Network

Flask Framework  

Figure 1: Architecture of the System 

Figure. 1 shows the architecture of the system which is made 
up of different components. The components of the system 
are described as follows:  

Dataset: The dataset used in this research is that of the e-
banking phishing and fraudulent transaction dataset. The E-
banking phishing contains 96012 of both websites that are 
phishing and websites that are not phishing. Whereas credit 
card fraud data comprises transactions made by credit cards 
in September 2013 by European cardholders. The dataset 
presented transactions which occurred in two days, and 
where there were 492 frauds out of 284,807 transactions [14]. 
It contained only numerical input variables which were the 
result of a principal component analysis (PCA) 

transformation [7][15]. Unfortunately, confidentiality issues 
did not allow, for provision of the original features and more 
background information about the data. Features V1, V2, … 
V28 were the principal components obtained with PCA, the 
only features which had not been transformed with PCA 
were 'Time' and 'Amount'. Feature 'Time' contained the 
seconds elapsed between each transaction and the first 
transaction in the dataset. The feature 'Amount' was the 
transaction Amount, this feature could be used for example-
dependent cost-sensitive learning. Feature 'Class' is the 
response variable and it takes a value of 1 for fraud and 0 
otherwise [7][16]. 

Pre-processing: The dataset was pre-processed to remove 
redundant values, and infinite values and also convert the 
domain column to 0 and 1 for easy and efficient model 
training.  

Feature Extraction: This has to do with the reduction of the 
features in the dataset that was employed in the system 
design process.  

Model Building: The system model was built using a feed-
forward neural algorithm in training the model for malicious 
website detection. A feed-forward neural network consists 
of inputs, hidden layers and an output layer which can be 
one output or two outputs etc., depending on classification. 
Here, the output layer is one (1).  

Testing/Accuracy: The efficiency of the system model was 
determined by its accuracy, false and true positive. 

Making Classification: This has to do with the deployment 
of our trained model to the web using the python flask 
framework so that users can input various websites into the 
system, in other to classify they are malicious ones or not. 

Flask App: It is the python web framework. The System 
model was exported to the flask for easy execution. 

4. RESULTS AND DISCUSSIONS 

This system makes use of a deep learning algorithm in 
detecting anomalies in the bank sector. The anomalies that 
this research covers are e-banking phishing and fraudulent 
transactions that are done via credit cards. The first phase of 
the system starts with acquiring an e-banking dataset. The 
dataset comprises 48,006 legitimate website URLs and 48,006 
phishing URLs making 96,012 website URLs. The dataset 
was pre-processed by removing all duplicate and Nan 
values, therefore making it fit for suitable training 
performance. After processing, feature extraction is 
performed with the sole reason of reducing the dataset 
dimension and some unwanted feature columns thereby 
reducing the dataset from 16 feature columns to 2 feature 
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columns with the domain feature column (which contains 
the domain website URLs) and the label feature column (this 
contains binary values where 0 represent a legitimate 
website URL and 1 represent a Malicious website). 
CountVectorizer function was employed in converting text 
documents (Domain column) to a vector of term/token 
counts. CountVectorizer also enables the pre-processing of 
text data before generating the vector representation. The 
dataset was partitioned into X_train and y_train, X_test and 
y_test which holds 60% data for training and 40% testing 
data. The system model was trained using a Deep Feed 
Forward Neural Network, which had a precision of about 
97% approximately as represented in figure 2. The trained 
model was exported to the web using flask, which is a 
suitable python framework for web applications so that 
users can check for phishing websites (harmful) and benign 
website URLs. The second phase of the experiment has to do 
with acquiring a fraudulent transaction dataset. The dataset 
was also pre-processed by removing null values. Feature 
extraction technique was also used in selecting important 
features on the dataset. The result of the extracted features 
was then used in training as a feed-forward neural network 
as input. The result of the feed-forward neural network on 
the fraudulent dataset can be seen in figure 3.  

 

Figure 2: Accuracy Level of the Trained Model 

 

Figure 3: Malicious dataset of the first five rows of the trained 
dataset. 

The label column represents the output of the system model 
where 1 represents a malicious website, and 0 represents a 
legitimate website. 

 

Figure 4: Dataset analysis of both Phishing and Legitimate 
Websites 

The figure 4 gives a graphical view of the number of websites 
which are in the phishing category and legitimate category. 
The countplot showed that over 45000 were both benign and 
malicious websites. This signified that the dataset was 
balanced. 

Legitimate 
Websites 
 
 
 
Phishing 
Websites 
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Figure 5: Training process of the fraudulent transactions 

This shows the training process of the feed-forward neural 
network on the fraudulent data. The training process 
comprised the accuracies and loss values obtained by the 
model during training and testing. 

 

Figure 6: Training accuracy of the credit card transaction 
model. 

This shows the accuracy achieved at each training step that 
the model completed. 

 

Figure 7: Training loss of the credit card transaction model. 

This shows the loss gotten by the model at each training step 
that the model completed. 

 

Figure 8: Classification Report 

This shows the accuracy and loss achieved by the model. 

5. CONCLUSION 

The evolution of anomalies in the banking sector has 
resulted in the execution of several criminal activities in 
cyberspace. Since several users go online to get access to the 
services offered by government and financial 
establishments, there has been a considerable growth in 
malicious website attacks over the past few years. Cyber 
attackers start getting financial benefits and they see this as 
a lucrative business. Different methods are employed by 
cyber criminals to target vulnerable users and such methods 
include VOIP (voice over internet protocol), spoofed link 
and counterfeit websites, and messaging. It is quite simple to 
create spurious websites, which look exactly like the real 
website concerning age layout and contents. Even, the 
contents of these websites would be similar to benign 
websites. This presents a Deep-Learning model for detecting 
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anomalies (e-banking phishing, and fraudulent transactions) 
on two datasets. The datasets were segmented into X_train 
and y_train, X_test and y_test which holds 60% data for 
training and 40% testing data. The system model was trained 
using Feed Forward Neural Network, which had a precision 
of about 97% approximately on the phishing dataset and 99% 
on the fraudulent dataset. The trained model was exported 
to the web using flask, which is a suitable python framework 
for web applications so that users can check for malicious 
websites and legitimate website URLs. The work can be 
extended further by training other models and employing 
different machine learning algorithms to determine the 
algorithm with the optimum accuracy result. 
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